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1. Introduction

Out-of-pocket (OOP) health expenditure is closely associated with poverty. The World Health

Organization (WHO) estimates that 70 million people were pushed into extreme poverty in 2017

by OOP health expenditures [1]. The association between OOP and poverty is tested using a

dynamic panel threshold method with macroeconomic data from a sample of 145 countries from

2000 to 2017 [2]. Out-of-pocket health expenditure and poverty was contingent on a certain

threshold level of out-of-pocket health spending [2]. A group of researchers investigates

associations between socio-economic factors and out-of-pocket health spending in 16 Polish

regions for the period 1999-2019 using panel-data regression [3]. Factors like disposable income,

the proportions of children (aged 0-9) and elderly (70+ years) in the population, healthcare

supply (proxied by physicians' density), air pollution, and tobacco and alcohol expenditure are

positively associated with out-of-pocket costs [3].

In this report, we are interested in the effect of age and other predictors on OOP health

expenditure along with the associations of background and insurance information of an

individual. When the OOP health expenditure is a set of ordered categories, we use ordinal

regression with splines terms in generalized additive model settings. In R, we have multiple
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options to do that, and we will use three specific functions: MASS::polr(), VGAM::vglm(), and

mgcv::gam().

2. Data

We are working with the National Health Interview Survey, 2013 (ICPSR 36147) on the personal

level with 104,520 rows and 610 columns [4]. The data comes from ICPSR (Inter-university

Consortium for Political and Social Research), which is from the Institute for Social Research at

the University of Michigan. This survey has information on all family members with respect to

health status, limitation of daily activities, cognitive impairment, and health conditions, and

variables related to doctor visits, hospital stays, and health care access and utilization. There are

responses from children under 18 years old, but they are provided from “a knowledgeable adult”,

not the children themselves.

From this dataset, our response variable is oopCost - OOP health expenditure for the individual/

their family in the past 12 months. The final set of predictors we have chosen is a combination of

demographic, health, and insurance based:

(categorical) earning - estimate earnings before taxes in last calendar year;

(categorical) edu - highest level of education completed;

(continuous) age - age of the person;

(categorical) armForce - armed force status;

(categorical) limitation - any physician and mental limitation - all persons, all conditions;

(categorical) healthStatus - reported health status;

(categorical) privateInsurance - any private health insurance or not;
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(categorical) noInsurance - no insurance coverage for any amount of time in the past 12 months.

To create useful ordinal variables for edu and healthStatus, we remove some missing values and

unknown responses from the data and recode the categories: 2.88% from total for oopCost,

1.35% from edu, 0.10% from limitation, 0.13% from healthStatus, and 0.90% from

privateInsurance. The resulting dataset has 99,782 observations from a total of 104,520

observations. The response oopCost has 6 ordered levels: $0 to over $5,000; earning has 11

levels: $0 to over $75,000 and 61.35% unknown; edu has 6 ordered levels: none - graduate

school, age is continuous from 0 to 85 year old; armForce has 3 levels: yes, no, and 38.97%

unknown, limitation has 2 levels: limited in any way and not limited in any way; healthStatus

has 5 ordered levels: excellent to poor; privateInsurance has 2 levels: yes and no; and

noInsurance has 3 levels: yes, no, and 15.44% unknown. The corresponding visualizations of the

variables are in Figure 2.1.
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Figure 2.1. Bar plots, histogram, and boxplot of the
variables to be used in analysis.
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Since the variable of interest is age, we look at age versus oopCost in Figure 2.2. We can see that

the median age as the cost of OOP health expenditure increases, but not linearly. Using spline

with age may help with better modeling.

Figure 2.2. Boxplot of age by different levels of oopCost.

In this dataset, there are two identifying variables: family and household index numbers.

Together, the two identifiers create a unique key that groups individuals from the same family;

we call this new variable id. There are 40,825 unique id values, or unique families. This group

structure suggests that we should model our data using id for mixed models, but the large

number of values means that any modeling would be computationally expensive. Figure 2.2

shows the frequency of the number of people in each family. 62.5% of all families have less than

3 people, 90.1% have less than 5, and overwhelmingly 98.5% have less than 7 people. Given the

large number of observations and families, and that a very small percentage of the families have

more than 6 people, we believe that a random effect on id is not necessary. We will not consider

modeling with random effects.
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Figure 2.2. Bar plot of the number of people in each of the 40,825 families.

3. Methods

To compare the three different ordinal regression functions in R, we use a baseline model of all

main effect predictors with a spline on only age. Then we use multiple models in each of the

three different functions and compare to our baseline model in each of the three cases.

3.1 MASS::polr()

One of the models we use is the polr() function from the MASS package in R. This utilizes

ordered logistic or probit regression for models with an ordered response variable. In this model,

the response has to be a factor variable and can hold numeric or character values. The B-spline

basis terms were added using the bs() function from the splines package in R. There is an option

to include either the number of knots or degrees of freedom as the required argument in bs().We

tried several models with splines being fit on different variables. For the age variable, the knots

were set at the quantiles and for education and health status, the knot was set at the mean. Then

we used stepAIC() to select terms. Finally, we interpret the odds ratios of the coefficients.

3.2 VGAM::vglm()
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We use vglm() function from the VGAM package in R, which uses vector generalized linear

models and use cumulative(parallel = TRUE) for the family argument in vglm() for using

proportional odds model, which uses an ordinal variable with more than two categories as

response. The proportional odds model is described in detail in Section 3.2.1. For fitting spline

terms we use VGAM::s() which fits a cubic smoothing spline with degrees of freedom specified

as an argument. Then we interpret the fitted model for some important terms and interesting

findings.

3.2.1 Proportional Odds Model

The proportional odds model is used for an ordinal response Y with m categories. In a

proportional odds model m-1 logits are formed based on adjacent category cut points between

successive categories. The cumulative log odds for category j is defined as

where P(Y ≤ j | x) are the cumulative probabilities given by

where (x) = P(Y = j | x) is the probability of response j, given the predictors x.π
𝑗

Then the proportional odds model is defined as

where is an intercept for category j and β are coefficients of predictors. So the cumulative𝛼
𝑗

logits only differ in their intercepts as each category of response gets a different intercept while

the effect of predictors are the same for all cumulative logits as the coefficients of the predictors

stay the same for every response category j.
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3.3 mgcv::gam()

One of the methods we will use is generalized additive modeling in R using the function

mgcv::gam(). This R function has the capability to handle ordinal response and interaction terms

with thin plate regression splines as the default in the smooth term mgcv::s(). The family for the

function is ocat(R = R), where its argument R is the number of categories in the response

variable. The response variable has to also be formatted to have categories 1, 2, 3, and etc.. To

perform LASSO regression on the spline terms, we will use the argument select = TRUE. We

will fit several models and compare them using the AIC and percent of deviance explained. Then

we will visualize the spline terms and interpret their effects, and visualize the prediction

probabilities of the response.

4. Results

4.1 MASS::polr()

Using MASS:polr(), three models were fit. In all of the models, all the predictors were used and

the education and health status variables were treated as continuous variables. In the first model,

a spline was fit to age. In the second model, splines were fit on age, education and health status.

The final model had the same spline terms as the second model, with the addition of an

interaction term between the health status and earnings because although one may not be well, if

they earn less, they may be hesitant to access healthcare and in contrast, if one is well but they

earn more, they may be willing to spend on healthcare. One warning that occurred when the

models were run was that design appeared to be rank-deficient so some coefficients were

dropped. The AIC and Residual Deviance are provided in Table 4.1.1.
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Model oopCost ~ AIC
Residual
Deviance

1 bs(age,knots=quantiles(age))+earning+eduNum+armForce+limitation+
healthStatusNum+privateInsurance+noInsurance

303,282 303,222

2 bs(age,knots=quantiles(age))+earning+armForce+limitation+
bs(healthStatusNum,knots=mean(df$healthStatusNum))+

bs(eduNum,mean(df$eduNum))+privateInsurance+noInsurance

303,266 303,196

3 bs(age,knots=quantiles(age))+earning+armForce+limitation+
bs(healthStatusNum,knots=mean(df$healthStatusNum))+

bs(eduNum,mean(df$eduNum))+privateInsurance+noInsurance+
bs(healthStatusNum,knots=mean(df$healthStatusNum)):earning

303,226 303,068

Table 4.1.1. Fitted models using MASS:polr() and their AIC and residual deviance.

Although model 3 yielded the best AIC score among the three models, due to the complexity of

the model, it was not chosen as the final model. Model 2 was chosen as the final model and

further interpreted.

All the terms in Model 2 were statistically significant and stepAIC() showed that all the

predictors should be kept in the model. For the main independent variable age, it was found that

higher chances of out-of-pocket costs occur at the knots which correspond to ages 0 and 55

respectively. With respect to earnings, the increase in out-of-pocket costs was only observed for

the categories $55000- $64999, and $75000 and over. Those who are not in the Armed Forces

are 1.3 times more likely to have out-of-pocket health expenditure than those who are in the

Armed Forces, versus those whose status was unknown had an odds ratio of 2.19. As the

self-reported health status deteriorated, the chances of having out-of-pocket costs increased. An

increase in the education level, increased the chances of having out-of-pocket costs. Those

without private insurance had an odds ratio of 0.29, denoting that they are less likely to have

out-of-pocket costs. Similarly if one did not have insurance in the past 12 months, they were less

likely to have out-of-pocket costs (odds ratio of 0.9) but for those where it was unclear if they
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did not have insurance in the past 12 months, they 1.8 times more likely than those who did have

insurance in the past 12 months to spend on healthcare.

Figure 4.1.1. Odds-Ratio Scale of the Response Categories

Table 4.1.2. Odds Ratios of the Predictor

Variable p-value

bs(age, knots = Xi)1 1.15e-03

bs(age, knots = Xi)2 2.45e-01

bs(age, knots = Xi)3 9.11e-07

bs(age, knots = Xi)4 8.35e-19

bs(age, knots = Xi)5 2.32e-10

bs(age, knots = Xi)6 2.62e-11

earning$5,000-$9,999 3.37e-01
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earning$10,000-$14,999 1.05e-01

earning$15,000-$19,999 6.32e-03

earning$20,000-$24,999 8.95e-03

earning$25,000-$34,999 5.75e-02

earning$35,000-$44,999 9.76e-02

earning$45,000-$54,999 4.53e-01

earning$55,000-$64,999 4.91e-01

earning$65,000-$74,999 1.00e+00

earning$75,000 and over 1.26e-08

earningUnknown 6.61e-02

armForceNot Armed Forces 1.12e-02

armForceUnknown 3.92e-13

limitationNot limited in any way 5.34e-37

bs(healthStatusNum, knots = mean(df$healthStatusNum))1 4.67e-01

bs(healthStatusNum, knots = mean(df$healthStatusNum))2 5.71e-02

bs(healthStatusNum, knots = mean(df$healthStatusNum))3 3.61e-03

bs(healthStatusNum, knots = mean(df$healthStatusNum))4 9.20e-27

bs(eduNum, mean(df$eduNum))1 5.81e-02

bs(eduNum, mean(df$eduNum))2 7.02e-30

bs(eduNum, mean(df$eduNum))3 5.63e-42

privateInsuranceNo 0.00e+00

noInsuranceNo 7.90e-03

noInsuranceUnknown 9.83e-65

Zero|Less than $500 6.20e-58

Less than $500|$500 - $1,999 7.94e-01

$500 - $1,999|$2,000 - $2,999 2.02e-29
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$2,000 - $2,999|$3,000 - $4,999 1.02e-64

$3,000 - $4,999|$5,000 or more 1.2e-119

Table 4.1.3. p-values of the predictors

4.2 VGAM::vglm()

We fit three models using VGAM::vglm(). The first model is the full main effects model with

spline fit for age, just like all our methods this is our baseline model. We then fit spline terms on

age, education (edu), and health status (healthStatus) for our next model. But we find that the

AIC and residual deviance of both models are the same, with AIC of 304,004 and residual

deviance of 303,940. So we consider our first model, the main effects model with spline fit for

age, as this model is simpler than our second model. Then we add an interaction term between

private insurance (privateInsurance) and no insurance (noInsurance), as both checks for

insurance and may be related, and a spline fit for health status for our third model. In this model

we get a smaller AIC and smaller residual deviance than our previous two models, with AIC of

303,899 and residual deviance of 303,821. All the three models along with their AIC and

residual deviance are shown in Table 4.2.1.

Model oopCost ~ AIC
Residual
Deviance

1 earning + edu + s(age, df=25) + armForce + limitation + healthStatusNum
+ privateInsurance + noInsurance

304,004 303,940

2 earning + s(edu, df=5) + s(age, df=25) + armForce + limitation +
s(healthStatus) + privateInsurance + noInsurance

304,004 303,940

3 earning + edu + s(age, df=25) + armForce + limitation +
s(healthStatus, df=5) + privateInsurance + noInsurance +

privateInsurance:noInsurance

303,889 303,821

Table 4.2.1. Fitted models using VGAM::vglm() and their AIC and residual deviance.

The fitted coefficients of model 3 are shown in Table 4.2.2 (a). The second intercept in our

model, which is the second intercept in our proportional odds model, and spline term for age is

not significant. Almost all the coefficients for earnings are not significant except

12



$15,000-$19,999, $55,000-$64,999, and $75,000 and over when 0.05 is considered as the

significance level. The rest of the coefficients are very significant except a category in education,

edu, and a category in noInsurance, which are shown in Table 4.2.2 (a). All the exponentiated

coefficients are given in Table 4.2.2 (b) for model 3. The cumulative odds for each response

category, oopCost, increases as healthStatus increases from lowest level, Poor, to highest level,

Very good, when other variables are fixed. Also the cumulative odds for each response category,

oopCost, increases as earnings increase from $5,000-$9,999 to $15,000-$19,999 and then

cumulative odds decreases as earnings increase from $15,000-$19,999 to $55,000-$64,999.

Interestingly when noInsurance is unknown and privateInsurance is not present, the cumulative

odds in each response category, oopCost, increases by 2.045 + 1.419 + 0.5279 = 3.992 times the

cumulative odds in each response category when noInsurance is Yes and privateInsurance is also

present. Also when noInsurance is No and privateInsurance is not present, the cumulative odds

in each response category, oopCost, increases by 2.045 + 0.8301 + 1.780 = 4.655 times the

cumulative odds in each response category when noInsurance is Yes and privateInsurance is

present. As the residual deviance and the AIC are very high for the three models in Table 4.2.1,

these models may not be a good fit for our data. The AIC and residual deviance for models 1 and

2 are the same, which implies that the splines in VGAM::vglm() are not smoothing enough to

reduce the AIC or the residual deviance.

13



(a) (b)
Table 4.2.2: (a) Fitted coefficients of model 3 and (b) exponentiated coefficients of model 3

4.3 mgcv::gam()

The models we fit with mgcv::gam() are presented in Table 4.3.1. Model 1 is the baseline model

with a spline term for only age. We do want to use splines on edu and healthStatus, so we fit

Model 2, with a main effect model with eduNum and healthStatusNum for spline on the two

variables, along with age. Model 3 removes armForce because only 0.31% of the respondents

are currently serving in the military. That could be too small for the model to detect true

significance. Then we include the interaction term between privateInsurance and noInsurance in

Model 4 because they are insurance related and having no insurance for any time could have an

effect on having private insurance or not. Model 4 does explain more of the deviance. Then we

add two-way interactions between age and edu and between age and healthStatus in Model 5.

Treating the ordinal variables as numerical. This model has the smallest AIC and the largest

deviance explained. LASSO variable selection on the splines shows very low p-values for all the

spline terms, so we proceed with Model 4.
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Model oopCost ~ AIC
Deviance
Explained

1 earning + edu + s(age, k=25) + armForce + limitation + healthStatusNum
+ privateInsurance + noInsurance

302,858 3.71%

2 earning + s(eduNum, k=4) + s(age, k=25) + armForce + limitation +
s(healthStatusNum, k=3) + privateInsurance + noInsurance

302,869 3.7%

3 earning + s(eduNum, k=4) + s(age, k=25) + limitation +
s(healthStatusNum, k=3) + privateInsurance + noInsurance

302,870 3.7%

4 earning + s(eduNum, k=4) + s(age, k=25) + limitation +
s(healthStatusNum, k=3) + privateInsurance + noInsurance +

privateInsurance:noInsurance

302,774 3.73%

5 earning + s(eduNum, k=4) + s(age, k=25) + limitation +
s(healthStatusNum, k=3) + privateInsurance + noInsurance +

privateInsurance:noInsurance + s(age,eduNum) + s(age,healthStatusNum)

302,639 3.79%

Table 4.3.1. Fitted models using mgcv::gam() and their AIC and percent deviance explained.

Using diagnostics with gam.check(), the k-index associated with the term s(age,

healthStatusNum) is 0.97 and p-value is 0.01 with edf of 16.18. This indicate that k is too low, so

we fit the model

oopCost ~ earning + s(eduNum, k=4) + s(age, k=25) + limitation +

s(healthStatusNum, k=3) + privateInsurance + noInsurance +

privateInsurance:noInsurance + s(age,eduNum) + s(age,healthStatusNum, k=35). (4.3.1)

The corresponding AIC is 302,621 and deviance explained is 3.8%. The diagnostic plots of the

model are in Figure 4.3.1. We can see that there is an outlier in the QQ plot, and there are no zero

residuals. The residuals are calculated as a difference of observed and fitted values. The lack of

zero indicates lack of accurate prediction. This is a sign of a bad model, since the deviance

explained is also very small at 3.8%. But given the predictors we have chosen, this is the final

model using mgcv::gam().
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Figure 4.3.1. Diagnostic plots of Model 4.3.1.

The coefficients of the model are in Table 4.3.2 where at least 1 level of all variables are

significant under 0.1 with the exception of some levels of earning and noInsurance for level

unknown. All the spline terms are significant.

Table 4.3.2. Estimated coefficients and significance of smooth terms summary of Model 4.3.1.

16



The heat map and contour plot of the spline terms are in Figure 4.3.2. In (a), we have the plot of

the interaction between age and eduNum. We see a negative effect on oopCost for young adults

with higher education and older adults with less education. As age increases and education level

decreases, the effect on OOP health expenditure is negative. It could be that young adults with

higher education are more likely to have better insurance or have a lesser need of medical

treatments, and hence less OOP cost. In (b), we have the plot of the interaction between age and

healthStatusNum. We see a positive effect on oopCost for older people in general and young

people with excellent health. Young people with reported excellent health may be more likely to

get cheaper insurance and when they have medical treatments, their OOP health expenditures are

higher.

(a) (b)
Figure 4.3.2. Contour plot of interaction term (a) age:eduNum and (b) age:healthStatusNum.

In ordinal regression, predictions are made for each level of the response. In Figure 4.3.3, we

have 6 plots corresponding to the model’s predictions for each level of oopCost by their linear

predictor. The linear predictors are the link scaled predictions of the ordinal regression. The

corresponding range of linear predictors for each level is highlighted in red in the figure. The

probability of predicting for a certain level is the highest at the corresponding range of the linear

predictors. We can see that is true in the categories of “less than $500”, “$500 - $1,999”, and
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“$2,000 - $2,999”. For the other levels of oopCost, there are no corresponding probabilities,

(linear predictors are link-scale of the probabilities). This is an indication of a poor model.

Figure 4.3.3. Prediction probabilities of oopCost using Model 4.3.1.
The blue lines of cutoff points of the linear predictor are -1, 0.96, 2.39, 3.1, and 3.88. The red region represents the
corresponding cutoff region of the linear predictor for the oopCost level. The black line represents the corresponding
probability based on the fitted linear predictors using the full data for each level of oopCost. The black points are

whether the predicted level from fitting matches the observed level of oopCost.

5. Conclusion

AIC

Final Model Main Effect Model with Splines only on age

MASS::polr() 303,266 303,282

VGAM::vglm() 303,889 304,004

mgcv::gam() 302,621 302,858

Table 5.1. AIC values of models using the three different functions.

The MASS:polr() final model shows higher chances of OOP health expenditure are observed at

knots 1 and 4, that is ages 0 and 55 respectively. The VGAM::vglm() final model shows that the

cumulative odds for OOP health expenditure tends to increase for all levels as health status

increases from poor to very good. The mgcv::gam() final model shows that age has some

interaction effect with education and with self reported health status. As age increases and
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education level decreases, the effect on OOP health expenditure is negative. The AICs of final

models with the three methods are in Table 5.1. The final model with mgcv::gam() has lowest

AIC (see Table 5.1), but percent deviance explained is only 3.8% and there are no zero-residuals.

And the prediction of certain levels of the OOP health expenditure is not good. Together, the

final model of mgcv::gam() is not a good model, even though it is the better of the three in terms

of AIC.

The function MASS::polr() does not have an in-built spline option. We can include B-splines or

natural splines using the bs() and ns() functions in the splines package. However, when spline

terms are introduced via these functions, the models cannot be plotted. The function

VGAM::vglm() allows for splines but does not yet have interaction terms with spline, which is

currently under development along with plotting functions. We can also use the function vgam(),

which fits vector generalized additive models, instead of vglm(). The function mgcv:gam()

allows for penalized splines, interaction terms with splines, and easy plotting of spline

interaction terms. This is a more comprehensive package to use with ordinal regression and

spline terms. The base model of a main effect model with splines only on age also from

mgcv:gam() has the lowest AIC (see Table 5.1). Ordinal regression using the function

mgcv:gam() is adequate and can allow for visualization of splines term when comparing with

other ordinal regression functions in R, like MASS::polr() and VGAM::vglm().

Future Directions

In future research, the relationship between age and out-of-pocket health expenditure can be

studied through a Bayesian approach. The utilization of Markov chain Monte Carlo (MCMC)
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samples or chains may result in a better performance of the model and explain a greater

percentage of the deviance.
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